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1 Introduction 

1.1 Project context  
The Haeolus project will install two electrolysers with a combined capacity of 2 MW and a fuel cell of 

100 kW for re-electrification in the remote region of Varanger, Norway, inside the Raggovidda wind 

farm, whose growth is limited by grid bottlenecks. It is going to develop operation strategies for the 

wind-hydrogen plants, which is not only for the case of Varanger Peninsula, but also for other relevant 

cases, in particular: isolated mini-grids, energy storage over short and long term, and hydrogen fuel 

production. Different control strategies will be designed for different specific applications, maximising 

the profit from the power plant, while respecting the constraints. Besides, the control system will 

include a diagnostic and prognostic unit to detect and predict fault conditions in the system and its 

components, minimize the on-site maintenance and saving cost. 

1.2 Scope of study  
In the framework of the control system of the project, both system diagnosis and prognostic strategies 

are required to prevent critical faulty conditions and analyse the system ageing. Diagnostics is the 

process of identifying the state of health (SOH) of a system or its ability to perform its assigned 

functions. Prognostics can be defined as a ”predictive diagnostics”, where the process includes 

determining the remaining useful life (RUL) of the component. In case of emerging faulty conditions, 

the fault detection and isolation are performed by the diagnostic algorithm, that will send the alarms 

to the control system to change the operations’ mode for system recovering or stop the system (if 

necessary) for safety reasons. The prognostic algorithm is mainly used to predict the system ageing in 

order to develop the operational strategy and to schedule the preventive maintenance. Some 

components in the system are well known to be less reliable than others, such as compressors, and 

the ability to detect a fault condition before it can occur is especially important in remote and 

inaccessible area. In this context, a diagnostic and prognostic module is developed in the control 

strategy to assess the current state, feed the controller and anticipate maintenance requirements of 

all critical components so that the system can be operated for months without supervision in person. 

In this project, advanced diagnostic and prognostics algorithms are scheduled in both power-to-gas 

and gas-to-power configurations, respectively for the electrolyser and the fuel cell systems monitoring. 

The approach for algorithms development and strategies selection are reported in this deliverable. 

However, since the H2 re-electrification is not the main purpose of the project (re-electrification is 

scheduled during the local H2 market development), in the following more interest will be spent in the 

description of the electrolyser, while the same techniques will be extended to the fuel cell. The major 

objectives of this deliverable are: 1. Detailed maintenance plan is precised for each subsystem. Most 

of it is based on preventive maintenance, which is realised by inspections, while certain components 

can be maintained in a predictive way. 2. Data-driven algorithms are developed for the diagnostics and 

prognostics module. These algorithms aim at assessing the state-of-health of the system in order to 

define the resulting maintenance schedule. The estimation of the remaining useful life will allow to 

predict and schedule properly future maintenance on the system. After the initial deployment, the 

algorithm will continually assess the system and be fine-tuned with the data produced during the 

demonstration phase. 3. The diagnostics and prognostics modules are integrated into the control 

strategy, which are expected to enable detecting and mitigating degradation phenomena and extend 

the life of the system. The global scheme of the scope of study is shown in Figure 1. 
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Figure 1 : Global scheme of the scope of study 

2 Maintenance  
In order to ensure a continuous and reliable operation of the system, a preventive maintenance 

scheme must be followed, which can also be adapted by predictive maintenance. Preventive 

maintenance takes into account the usage conditions of the equipment and is designed periodically to 

ensure the normal operation of the system. The implementation of preventive maintenance is based 

on regular inspections including visual inspection, close inspection and detailed inspection. According 

to the severity of the component degradation, preventive maintenance intervention is performed at 

predetermined intervals, however, to some extent, it can cause over-care of the system, especially 

when it needs to send technical personnel to remote operation area. If the degradation status of the 

system can be predicted, maintenance can then be scheduled whenever it is needed, i.e. predictive 

maintenance. In this manner, maintenance cost can be largely reduced and if the degradation can be 

regulated by the control module, the operation of the system can be improved and prolonged while 

considering degradation. This section presents at first the necessary inspections for the system to 

reduce the risk of a failure occurring, then, gives a detailed schedule for each subsystems concerning 

on-site maintenance. Finally, predictive maintenance is proposed for certain components. 

2.1 Regular inspections  
In order to safeguard the electrolyser system, a periodic visual inspection of the system must be carried 

out. Thus, an early detection of possible faults in the system can be guaranteed. The followings are 

recommended as a minimum of checks. Other checks relevant to the actual situation of the system 

may need to be added. There are 3 types of inspections: 1. Visual inspection: An inspection which 

identifies, without the use of access equipment or tools, those defects which are apparent to the eye. 
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The use of the display for viewing data is not classed as the use of tools. 2. Close inspection: An 

inspection encompassing those aspects covered by a visual inspection, and which in addition identifies 

those defects which will be apparent only by the use of access equipment—e.g., steps, and tools. Close 

inspections do not normally require the enclosure to be opened or the equipment to be de-energized. 

3. Detailed inspection: An inspection encompassing those aspects covered by a close inspection, and 

which in addition identifies those defects which will be apparent only after the opening of the 

enclosure, and/or by the use of access equipment, test equipment and tools. Detailed inspections 

normally require the enclosure to be opened and the equipment to be de-energized. This inspection 

should only be performed by an operator with appropriate maintenance training. 

2.1.1 Regular inspection of GGS 
The regular inspections for GGS are listed in Table 1. 

Table 1 : Inspections of GGS 

Components Inspection of GGS 

Pressure gauges and transmitters 1. Visually inspect the pressure gauges and 
compare their readings to the 
transmitter readings on the HMI display 
terminal.  

2. If any discrepancy is found, note the 
position and during the next possible 
shutdown, test the gauges and/or 
transmitters against a calibrated 
reference during maintenance. 

General pipe work  1. Visually inspect the gas piping. If a leak is 
suspected, perform a close inspection 
using leak detection fluid.  

2. Visually inspect the water pipe work and 
look for signs of leaks. Il leaks is found 
note position and repair during earliest 
possible shutdown.  

Vent lines  1. Manually check the temperature of the 
vent lines. A vent line that is warmer 
than ambient temperature may indicate 
problems with gas cooling.  

2. Inspect the external section of the vent 
lines to rule out damage or obstruction.  

3. If a leak is suspected, perform a close 
inspection using leak detection fluid 

Hydrogen in Oxygen analyser (HTO) 1. Visually inspect the oxygen analyzer and 
its associated piping. 

2. Ensure that there is correct flow of 
oxygen to the analyzer. 

3. Ensure that the drying action of the silica 
dryer is satisfactory (no water present). 

4. Observe the condition of the desiccant 
and replace it if needed 
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Oxygen in hydrogen analyser (OTH) 1. Visually inspect the hydrogen analyzer 
and its associated piping. 

2. Ensure that there is correct flow of 
hydrogen to the analyzer. 

3. Ensure that the drying action of the silica 
dryer is satisfactory (no water present). 

4. Observe the condition of the desiccant 
and replace it if needed. 

Flow meters  1. Visually inspect the flow meters and 
compare their readings to the 
transmitter readings on the HMI display 
terminal  

2. Check for signs the float is not stuck and 
varies with changes in the flow 

Conductivity meters 1. Visually inspect the conductivity meters 
and compare their readings to the 
transmitter readings on the HMI display 
terminal.  

2. Check the readings against the 
recommended values in the operation 
section  

Pumps  1. Check the pumps for signs of leaks 
during operation  

2. Check pumps for undue noise or 
vibration that may indicate wear in 
the seals or bearings  

 

2.1.2 Regular inspections of HPS  
The regular inspections for HPS are listed in Table 2.  

Table 2 :  Inspections of HPS 

Components Inspection of HPS 

Regeneration system 1. Visually check the flow of gas to the 
regenerating bed of the dryer during 
appropriate phases of the dryer’s 
operation. The values should be as per 
the set point indicated on the HMI 
display. Check that the pressure reducer 
is set to less than 2 barg outlet.  

2. Visually check the pressure of the 
regenerating bed of the dryer during 
appropriate phases of the dryer’s 
operation. Pressure should be <0.5 barg. 

Valves  1. For the pneumatically operated 
valves, check the instrument air 
supply. Pressure should be 
maintained at > 6 barg.  
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2. Check during operation that the 
valve indicates correctly when 
actuated. Note that some valves are 
normally open and some normally 
closed.  

Pressures gauges and transmitters  1. Visually inspect the pressure gauges 
and compare their readings to the 
transmitter readings on the HMI 
display terminal.  

2. If any discrepancy is found, test the 
gauges and/or transmitters against 
a calibrated reference during 
maintenance.  

Temperatures  1. Check the vessel temperatures 
reach current operating 
temperature during the appropriate 
phases of operation  

2. Check that gas outlet temperature is 
equal to or less than the ambient 
temperature 

 

2.1.3  Regular inspections of DWS  
The regular inspections for DWS are listed in Table 3.  

Table 3 : Inspections of DWS 

Components Inspection of DWS 

Demineralised water skid 1. Visually check for leaks.  
2. Compare the conductivity measurement of 
the polishing loop and the break tank during 
operation and ensure the ion exchange resin 
vessel is reducing the conductivity to below 
0.5µS. If not, change over the vessels and mark 
the expended vessel for change.  
3. Check that the polishing pump is operating 
without undue noise or vibration.  
4. For the pneumatically operated valves, check 
the instrument air supply. Pressure should be 
maintained at >6 barg.  
5. Check during operation that the drain tanks 
are filling and emptying based on the high and 
low level switches.  
6. Check during operation that the buffer tank is 
being filled by the water purification system 
based on the high and low level switches 

Vent lines 1. Manually check the temperature of the vent 
lines. A vent line that is warmer than ambient 
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temperature may indicate problems with gas 
cooling.  
2. Inspect the external section of the vent lines 
to rule out damage or obstruction. 
3. If a leak is suspected, perform a close 
inspection using leak detection fluid. 

 

2.1.4 Regular inspections of WPS 
The regular inspections for WPS are listed in Table 4.  

Table 4 : Inspections of WPS 

Components Inspection of WPS 

Water purification system  1. Compare the pressures, flows and 
conductivity measurements of the system with 
the recommended values in the documentation.  
2. Visually check for leaks.  
3. Visually check conductivity of incoming water. 
Verify that ROS outlet and ion exchange outlet 
are within range and record.  
4. Visually check that flows during operation are 
within range marked on the flow meters.  
5. Check that incoming water pressure is 
between 2-6 barg.  
6. Check that pump outlet/membrane operating 
pressure is not too high. Too high a pressure 
could indicate that a membrane change is 
necessary.  
7. Check that the RO pump is operating without 
undue noise or vibration 

 

2.1.5 Regular inspections of cooling system  
The regular inspections for cooling system are listed in Table 5.  

Table 5 : Inspections of cooling system 

Components Inspection of cooling system 

Closed loop cooling system  1. Inspect system pressure and ensure it is at the 
recommended level. (2 barg at standby, Max 4 
barg if pump is running).  
2. Inspect the piping for any leaks - If a leak is 
discovered, always check the glycol 
concentration in the coolant during 
maintenance.  
3. Inspect the system for entrained air via the 
specially fitted bleed points. Use these points to 
also check for noise in the piping.  
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4. Check pressure drop over pump strainer - if 
more than 1 barg, schedule cleaning during next 
maintenance.  
5. Check the dry cooler is not blocked with dirt, 
debris or leaves etc.  

Chiller  1. Check the pressure in the system is it at the 
recommended value 2.2 barg.  
2. Inspect the piping for any leaks.  
3. Inspect the system for entrained air via the 
specially fitted bleed points. Use these points to 
also check for noise in the piping.  
4. If a leak is discovered, always check the glycol 
concentration in the coolant during 
maintenance.  
5. Check that the chiller pump operates without 
undue noise or vibration.  
6. Check that the chiller compressor operates 
without undue noise or vibration 

 

2.1.6 Regular inspections of instrument air  
The regular inspections for instrument air are listed in Table 6.  

Table 6 : Inspections of instrument air 

Components Inspection of instrument air 

Air compressor   1. Visually check the air compressor for signs of 
leaks. If a leak is suspected, a close inspection 
can be made using a leak detection fluid.  
2. Check the compressor for undue noise or 
vibration that may indicate a problem.  
3. Check the inlet filter for signs of undue dirt and 
debris 

 

2.1.7 Regular inspections of electrical panel 
The regular inspections for instrument air are listed in Table 7.  

Table 7: Inspections of electrical panel 

Components Inspection of electrical panel 

Control panel   1. Check for dirt and debris around the panel or 
near the inlet filters and remove it if present.  
2. Check for external signs of damage or burning. 
If you suspect damage, have qualified personnel 
make a detailed inspection of the inside of the 
panel. 

Utility panels  1. Check for dirt and debris around the panel or 
near the inlet filters and remove it if present.  
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2. Check for external signs of damage or burning. 
If you suspect damage, have qualified personnel 
make a detailed inspection of the inside of the 
panel. 

 

2.2 Preventive maintenance 
The preventive maintenance aims to reduce the risks of a failure occurring. The standard EN 13306 

(2001) defines it as a “maintenance carried out at predetermined intervals or according to prescribed 

criteria and intended to reduce the probability of failure or the degradation of the operation of an 

item.” [1]. When maintenance intervention is performed at fixed and predefined intervals of time, the 

term “predetermined maintenance” is used. This kind of maintenance is triggered following a 

schedule, and is achieved by periodically inspecting or replacing the parts if necessary. Predetermined 

maintenance can lead to over-care, that is, an excess of useless interventions, and thus financial wastes 

for the company. 

2.2.1 Maintenance schedule of container housing 

Frequency  Task  

Every 2 weeks Perform visual inspections 

Monthly / 6 monthly Check leak tightness housing  

Monthly / 6 monthly Clean the container housing internally and 
externally (if required) 

Yearly  Grease/oil the locks and hinges of the container 

Yearly  Check the functionality of the differential 
pressure switch ventilation  

 

2.2.2 Maintenance schedule of control & power systems 

Frequency  Task  

Every 2 weeks Perform visual inspections 

Monthly / 6 monthly Check/clean electrical cabinets/room 

Monthly / 6 monthly Check/clean power cabinets/room 

Yearly  Check the 24 volts UPS batteries 

Every 2 years  Replace the 24V UPS batteries  

 

2.2.3 Maintenance schedule of GGS 

Frequency  Task  

Every 2 weeks Perform visual inspections 

Every 6 months Check leak tightness 

Yearly  Check the pneumatic valves 

Yearly  Check the solenoid valves 

Yearly  Check the functionality of the level transmitters 
of demin tanks  

Yearly  Check the functionality of the level switches 
(vibrating fork). 
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Yearly  Check the functionality of the temperature 
switches. 

Yearly  Clean and check cell stack filters. 

Yearly  Check functionality flow switches. 

Every 3 years  Replace or recalibrate the (safety) relief valves. 

Every 3-5 years  Inspect the pressure vessels (depending on local 
regulations) 

Predictive  Replace the solenoid and pneumatic valves. 

 

2.2.4 Maintenance schedule of HPS 

Frequency  Task  

Every 2 weeks Perform visual inspections. 

Every 6 months Check leak tightness. 

Yearly  Check the particle filter element. 

Yearly  Check the coalescing filter element. 

Yearly  Check the functionality of the temperature 
switches. 

Yearly  Check the functionality of the regeneration flow 
switch 

Every 3 years  Replace or recalibrate the safety relief valves. 

Every 3-5 years  Inspect the pressure vessels (depending on local 
regulations) 

Every 5-8 years   Replace the catalyst in the Deoxo dryer (if 
necessary) 

Every 7-10 years  Replace the molecular sieve in the dryer vessels 
(if necessary) 

Predictive  Replace the solenoid and pneumatic valves. 

 

2.2.5 Maintenance schedule of DWS 

Frequency  Task  

Every 2 weeks Perform visual inspections. 

Every 6 months Check leak tightness. 

Yearly  Inspect demineralised water buffer tank and 
drain tanks. 

Yearly  Check the functionality of the level switches 
(vibrating fork). 

Yearly  Check the functionality of the level switches 
(float type). 

Every 2 years  Check conductivity analysers 

 

2.2.6 Maintenance schedule of WPS 

Frequency  Task  

Complete system   



   

Diagnostics and Prognostics Experience report  Page 13 of 29 

Weekly  Check and record flows, pressures and 
conductivity readings as listed in the tables in the 
Manufacturers documentation. 

Weekly  Check water quality and hardness. 

Active coal filter   

Monthly  Check inlet and outlet water quality 

Yearly  Perform maintenance on the valve assembly on 
the filter vessel (clean & change seals). 

Softener   

Weekly  Check salt level in regeneration salt tank. 

Every 6 months Check inlet particle filter and replace if 
necessary. (pressure difference >1bar) 

Yearly Perform maintenance on the valve assembly on 
the softener vessel (clean & change seals). 

Reverse osmosis system  

Every 6 months  Check inlet particle filter and replace if necessary  

Yearly  Replace or clean osmosis membranes 

EDI system   

Weekly  Check and record flows, pressures and 
conductivity readings as listed in the tables in the 
manufacturers documentation  

 

2.2.7 Maintenance schedule of gas analysers 

Frequency  Task  

Every 2 weeks  Perform visual inspections 

Every 3 months  Calibrate OTH sensor (HPS). 

Every 6 months  Test of the HTA detector. 

Every 6 months Calibrate the HTA detector. 

Every 6 months Test of the OTA detector 

Every 6 months Calibrate the OTA detector. 

Every 6 months Calibrate OTH sensor (GGS) 

Every 6 months Maintain the OTH panel (GGS). 

Every 6 months Calibrate the HTO analyzer (GGS). 

Every 6 months Maintain the HTO panel (GGS). 

Yearly  Replace the sensor in OTH detector (HPS) 

Yearly  Calibration of the dew point transmitter (HPS). 

3-5 years  Replace/re-calibrate safety relief valves of the 
analyser panels. 

Preventive  Replace the sensor in HTA detector. 

Preventive  Replace the sensor in OTA detector 

Preventive  Replace the sensor in HTO detector (GGS). 

Preventive  Replace the sensor in OTH detector (GGS). 

 

2.2.8 Maintenance schedule of cooling system 

Frequency  Task  

Every 2 weeks  Perform visual inspections 
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Monthly  Check degas points for leaks. 

Monthly Check if temperature is at the set point (during 
operation). 

Monthly Check if pressures are correct. 

Monthly Check the filters. 

Monthly Clean the condenser (air cooled Chiller) 

Monthly Clean the housing of the chiller internally and 
externally 

Every 6 months  Check leak tightness. 

Yearly  Check glycol concentration. 

Yearly  Replace/clean filters (if fitted) 

3-5 years  Replace/re-calibrate safety relief valves of the 
chilled water circuit 

 

2.2.9 Maintenance schedule of CLC 

Frequency  Task  

Every 2 weeks  Perform visual inspections 

Every 2 weeks Check system pressures 

Every 2 weeks Check pumps for overheating. 

Every 2 weeks Check valves (3-way) for operation. 

Every 2 weeks Check the filters (if fitted). 

Every 2 weeks Check degas points for leaks. 

Monthly Clean the dry cooler if necessary. 

Monthly  Clean pumps and housing internally and 
externally 

Yearly  Check glycol concentration (before winter 
operation). 

Yearly  Replace filters (if fitted) 

Every 2 years  Refill the cooling circuit if required. 

Every 2 years  Flush circuits to remove sludge if required. 

3-5 years  Replace/re-calibrate safety relief valves of the 
closed loop cooling circuit 

 

2.2.10 Maintenance schedule of instrument air  

Frequency  Task  

Every 2 weeks  Perform visual inspections 

Every 6 months  Clean or replace inlet air filter pad 

Every 6 months  Check for liquid in the receiver 

Yearly  Check instrument air supply filter. 

Every 3-5 years  Inspect the pressure vessels (depending on local 
regulations). 

Every 4000 hours  General overhaul of air compressor 

Every 8000 hours  Overhaul desiccant dryer (new desiccant and 
seals) 
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2.3 Predictive maintenance  
The condition-based maintenance is defined as “a preventive maintenance based on performance 

and/or parameter monitoring and the subsequent actions”. This maintenance strategy is thus based 

on real-time analysis of data of the industrial equipment. It aims to detect anomalies in the operation 

of industrial machinery: the discovery of changes in their characteristics prefigures a future failure in 

the short term. The condition-based maintenance takes into account the usage conditions of the 

equipment better than the traditional predetermined maintenance. It does not allow designing the 

maintenance policy with certainty: the occurrence date of the failure remains uncertain. The predictive 

maintenance aims to remedy this lack of knowledge. It is defined as “a condition-based maintenance 

carried out following a forecast derived from the analysis and evaluation of the significant parameters 

of the degradation of the item.” The underlying idea is to project into the future the current state of 

the good, in order to estimate the operating time before failure. Therefore, the predictive maintenance 

is more dynamic. It takes into the account the current conditions of the equipment and tries to foresee 

the good’s state evolution in time. As the maintenance interventions are planned with precision 

beforehand, the predictive maintenance saves money substantially, and it has been under growing in 

attention for some years now. There are actually numerous benefits expected from it: 

• Reduction of the number of breakdowns  

• Increased reliability of production processes  

• Improvement of personnel safety and of company image  

• Reduction of periods of inactivity for the equipment (costly)  

• Increment of the performance of the company. 

2.3.1 Predictive maintenance of electrolyser stack  
Regarding the degradation rate of the electrolyser stack, several factors are responsible: i) The harsh 

environment (i.e., strongly acidic and oxidation environment, high overpotential) in the electrolyser 

will cause components degradation, for instance, catalyst dissolution, membrane thinning, bipolar 

plate passivation, etc. ii) Operating conditions, e.g., temperature, pressure cycles, current density, and 

power load cycles, can significantly affect the degradation rate of components. Different components 

of electrolyser stack may suffer from different mechanisms of degradation, they are summarised in 

Table 8 [2]. 

Table 8 : Classification of aging mechanisms relevant to electroyser stack 

Aging component  Cause  Classification  

Electrocatalyst and catalyst 
layer  

Dissolution of catalyst, metallic 
cations poisoning, catalyst 
agglomeration and migration, 
support passivation 

Mechanical, chemical  

Membrane  Puncture, tearing, cracking, 
mechanical stresses, 
inadequate humidification and 
reactant pressure; membrane 
thinning; metal poisoning; 
hydrothermal degradation 

Mechanical, chemical, thermal  

Bipolar plates  Hydrogen embrittlement, 
passivation and corrosion 

Mechanical, chemical  
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Gas diffusion layers Compression force, dissolution, 
and erosion by the 
hydrothermal effect; corrosion 

Mechanical, chemical 

Durability of the electrolyser can be basically assessed by investigating its voltage increase at certain 

operation conditions. No matter what degradation mode it is, a voltage increase can be observed at 

the stack level, which can then be monitored during the operation of the electrolyser. As long as it 

degrades to some extent, control strategy should be adapted to be tolerant to the degradation and a 

predictive maintenance should be scheduled. 

2.3.2 Predictive maintenance of BOP 
All supplied subsystems will be containerised in 2 rooms, while the utility room containing the control 

cabinets and all auxiliary equipment to make the electrolyser work. The main utilities are cooling water, 

chilled water, instrument air and ultra pure demineralised water. The instrument air compressor is 

supplied by Atlas Copco, which is to provide instrument air for pneumatic valve actuation. General 

knowledge as well as literature research show various mechanical, chemical, and thermal factors that 

influence the performance of the air compressor over lifetime, promote ageing or even cause 

premature failure of components. The classification of ageing mechanisms relevant to air compressor 

is listed in Table 9 

Table 9 : Classification of aging mechanisms relevant to air compressor 

Aging mechanisms Cause Classification 

Fouling Particles Mechanical 

Erosion Particles, droplets Mechanical 

Fatigue Vibration / shock, rotating stall, 
temperature, temperature 
differences  

Mechanical, thermal 

Wear and tear Particles, droplets, insufficient 
lubrication  

Mechanical 

Corrosion Gaseous or liquid 
contamination, soiling 

Chemical 

In addition to the factors mentioned above, also secondary effects need to be considered, such as 

insufficient lubrication or cooling caused by leakages or blockages. The failure of air compressor may 

lead to the mechanical damage to the housing and low voltage connectors, as well as the leakage of 

transmission fluid through the sealing into the air path. The main value to show performance losses of 

the air compressor during lifetime is its efficiency. To calculate the efficiency, the thermal work of the 

air compressor is compared to the electrical power consumed: 

𝜂𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟 =  
𝑃𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟

𝑃𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐  
=  

𝑚𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟̇  .  𝑐𝑝. (𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛)̇

𝑈 . 𝐼

where 𝑚𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟̇  is the air mass flow of the compressor, cp is the specific heat value of the air, Tout 

and Tin are the outlet temperature and inlet temperature of the compressor, respectively. U and I are 

the DC voltage and current. Through monitoring the compressor efficiency, one can estimate online 

the actual performance of the compressor and predict its RUL. When the RUL reaches the threshold, 
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maintenance can be scheduled. In fact, the implementation of a predictive maintenance policy is based 

on deployment of a key process targeted at determining the future states of the monitored system, 

i.e. prognostics, which is presented in the next section. 

3 Prognostics  
This section presents the prognostics method for the system, i.e. stack and BoPs. The prognostics 

process concerns the estimation of the SOH, the prediction of the RUL, as well as the uncertainty 

evaluation. In this section, ageing phenomenon is assumed as the only fault and the following problems 

are addressed:  

1. A parametric model is developed for the stack and has been validated with experimental data, then, 

an empirical degradation parameter is fitted to the model during stack degradation, which is estimated 

through linear regression method.  

2. A prognostics algorithm based on adapted echo state network has been developed.  

3. The developed prognostics algorithm has been applied on the RUL estimation of both electrolyser 

stack and BoPs. 

3.1 From data to degradation model  
Developing a system model off-line is a preliminary way to study the performance variations related 

to the systems’ operations. A physical-based system model is established in this section, which is 

validated with experimental data. Besides, based on this model, a variable indicating the system 

degradation is proposed, which is therefore, utilised to predict the future health state of the system. 

3.1.1 Model development  
The simplified schemes of the electrolyser (PEMEL) and of the fuel cell (PEMFC) systems adopted for 

model development are shown in Figures 2 and Figure 3, respectively. The stacks performance are 

expressed by the voltage and current density relationship. The input variables are the operating 

current (I), the gas pressures (PH2 , PO2 ) and the working temperature (T).  

 

Figure 2 : Simplified scheme for model development of the PEMEL system 
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Figure 3 : Simplified scheme for model development of the PEMFC system 

𝑉𝑠𝑡𝑎𝑐𝑘 = 𝑁𝑐 . 𝑉𝑐𝑒𝑙𝑙 (2) 

With  

𝑉𝑐𝑒𝑙𝑙(𝐼, 𝑃, 𝑇) = 𝑉𝑂𝐶𝑉(𝑃𝑖, 𝑇) ± 𝑉𝑎𝑐𝑡(𝐼, 𝑇) ± 𝑉𝑜ℎ𝑚(𝐼) ± 𝑉𝑑𝑖𝑓𝑓(𝐼, 𝑃𝑖 , 𝑇) (3) 

Where the open circuit voltage (OCV) is calculated from the Nernst equations: 

𝑉𝑂𝐶𝑉 = 𝑉0 + 
𝑅𝑇

2𝐹
ln(

𝛼𝐻2 𝛼𝑂2
0.5

𝛼𝐻2𝑂
) (4) 

Where R is gas constant, F is Faraday constant, αi = Pi/P0 for ideal gas (Pi is the partial pressure of 

species i and P0 is equal to standard atmosphere pressure) and alpha αi = 1 for liquid water. While 

depending on the technology to study:  

• In case of PEMEL, Vact, Vohm and Vdiff are the activation, ohmic and diffusion overpotentials, and

therefore, these terms are added to the OCV value

• In case of PEMFC, Vact, Vohm and Vdiff are the activation, ohmic and diffusion losses, and

therefore, these terms are subtracted to the OCV value. Details of the activation, ohmic and

diffusion physical equations are written as:

𝑉𝑎𝑐𝑡 =  
𝑅𝑇

𝛼1.𝐹
ln(

𝑖

2.𝑖0,𝑎
+ √1 + (

𝑖

2.𝑖0,𝑎
) ²) +

𝑅𝑇

𝛼2.𝐹
ln(

𝑖

2.𝑖0,𝑐
+ √1 + (

𝑖

2.𝑖0,𝑐
)

2
) (5) 

where αa and αc are the charge transfer coefficient at the anode and cathode. i0,a and i0,c are the 

exchange current density on the anode and cathode electrodes. 

𝑉𝑜ℎ𝑚 = (𝑅𝑒𝑞 + 𝑅𝑚 ) . 𝑖 . 𝐴 (6) 
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where Req is the equivalent resistance model of a PEM electrolyser cell including the resistances of 

plates, porous electrodes, interface between membrane and electrodes, and Rm is the membrane 

resistance. 

𝑉𝑑𝑖𝑓𝑓 =  
𝑅𝑇

𝑏1.𝐹
ln (

𝐶𝑂2,𝑚

𝐶𝑂2,𝑚0
) +  

𝑅𝑇

𝑏2.𝐹
ln (

𝐶𝐻2,𝑚

𝐶𝐻2,𝑚0
)       (7) 

With  

𝐶𝑂2, 𝑚 =  
𝑃𝑂2

𝑛𝑂2
𝑛𝑂2+𝑛𝐻2𝑂

𝑅𝑇
+  

𝛿𝑒,𝑎  

𝐷𝑒𝑓𝑓,𝑎 
𝑛𝑂2        (8) 

𝐶𝐻2, 𝑚 =  
𝑃𝐻2

𝑛𝐻2
𝑛𝐻2+𝑛𝐻2𝑂

𝑅𝑇
+ 

𝛿𝑒,𝑐  

𝐷𝑒𝑓𝑓,𝑐 
𝑛𝐻2        (9) 

where CO2,m and CH2,m are the oxygen and hydrogen concentrations at the interface of electrodes and 

membrane, respectively. Figure 4 shows the model validation results of a fuel cell aging test, which is 

operated with a random operation profile.  

 

 

Figure 4 : Fuel cell model validation result 

3.1.2 SOH variable α 
As the relationship between the degradation and the required operation profile is difficult to 

determine, or it is rarely possible to be determined in a physical way, the degradation is supposed to 

be quasi-constant on short time scale. Besides, the degradation caused by the rising resistance and the 

decreasing charge transfer on the cathode cannot be easily distinguished, therefore, the deviation of 

both parameters is described with a unique variable α(t), which reflects the SOH: 

𝑅𝑒𝑞 + 𝑅𝑚 = 𝑅0(1 +  𝛼(𝑡))        (10) 

𝑖0, 𝑐 = 𝑖0(1 − 𝛼(𝑡))         (11) 

The introduction of variable α(t) ensures the dynamic operation of the electrolyser. Even if the stack is 

operated under dynamic profile and the degradation cannot identified by the voltage signal, α(t) can 

be used as a dynamic indicator to predict the health state of the electrolyser. As the degradation of 

the stack is observed on a long-time scale, the variable α(t) does not need to be recorded at each time 

step. It allows us to segment the operation time into short periods and fit the model with different α 
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values on each period. This is realised by wrapping the pre-defined function as a fitting model with an 

independent variable through minimization method, e.g. non-linear least squares. In our problem, the 

pre-defined function is given by (3), (10) and (11), and the independent variable is α.  

 

3.2 Prognostics method development  
A data-driven prognostics method based on neural network modelling is proposed in this 
section. The idea is to use first available dataset for algorithms learning, after that the 
procedure will be automatically uploaded with the on-board measurements. Data-driven 
method has its model-free advantage that can be adaptive with the real measurements. 
Moreover, the predicted degradation trend will also be adapted in case of ageing acceleration due to 

unexpected operating conditions. 

3.2.1 Echo state network (ESN) 
The Echo State Network (ESN) is a novel recurrent neural network proposed by Jaeger 
in 2001 [3] and has been widely applied for time series predictions. ESN is proposed 
based on traditional recurrent neural networks, in which the concept of “reservoir pool” is 
introduced that can cope well a wide range of nonlinear systems. ESN has demonstrated 
high prediction performance. Comparing with traditional neural networks, it can also 
overcome the problems of large computational complexity, low training efficiency and 
local optimization. The implementation of ESN is shown in Figure 5. 
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Figure 5:ESN structure illustration 

 
The state update model of ESN is written as: 

�̃�(𝑡) = 𝑓(𝑤𝑟𝑒𝑠𝑢(𝑡 − 1) + 𝑤𝑖𝑛𝑥(𝑡))        (12) 

𝑢(𝑡) = (1 − 𝛼)𝑢(𝑡 − 1) + 𝛼�̃�(𝑡)        (13) 

𝑦(𝑡) = 𝑔(𝑤𝑜𝑢𝑡𝑢(𝑡))          (14) 

Where 𝑥(𝑡) ∈ ℝ𝑁𝑥  and 𝑦(𝑡) ∈ ℝ𝑁𝑦 are the input and output, 𝑢(𝑡) ∈ ℝ𝑁𝑢 is the internal state in the 

reservoir and �̃�(𝑡)  ∈ ℝ𝑁𝑢 is its update, �̃�(𝑡) = 𝑢(𝑡) − 𝑢(𝑡 − 1), 𝑤𝑖𝑛 ∈ ℝ𝑁𝑢×(1+𝑁𝑥) is the input weight 

matrix, 𝑤𝑟𝑒𝑠  ∈ ℝ𝑁𝑢×𝑁𝑢 is the recurrent weight matrix in the reservoir, and 𝑤𝑜𝑢𝑡  ∈ ℝ𝑁𝑦×(1+𝑁𝑥+𝑁𝑢) is 

the output weight matrix, α is the leaking rate with a range of [0, 1]. The tanh function is generally 

adopted as the activation function f(•) of the reservoir, and g(•) of the output layer could be defined 

with a simple linear function such as g(•) = 1. win and wres are initialized randomly and they are constant 

so that there is no need to train them. Only wout is going to be trained by linear regression. When the 

training dataset is provides, denoted as 𝑋𝑡 = [𝑥(1), … , 𝑛(𝑁𝑡)] and 𝑌𝑡 = [𝑦(1), … , 𝑦(𝑁𝑡)], the 

corresponding reservoir states, 𝑈𝑡 = [𝑢(1), … , 𝑢(𝑁𝑡)] can be calculated according to (12) and (13). 

The output weight matrix is calculated as: 

𝑤𝑜𝑢𝑡 = (𝜓𝑡
𝑇𝜓𝑡 + 𝜆𝐼)−1𝜓𝑡

𝑇𝑌𝑡        (15) 

Where I is Nu order unit matrix, λ is the regulation parameter and  

𝜓 = [1; 𝑋𝑡; 𝑈𝑡] =  [

1 1      … 1
𝑥(1) 𝑥(2) … 𝑥(𝑁𝑡)

𝑢(1) 𝑢(2) … 𝑢(𝑁𝑡)
]       (16) 

The general working procedure is as following: 

 
1. Choose the size of the reservoir Nu and other parameters concerning the level of 
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sparsity of connection, as well as the leakage; 
2. Generate the input weights win by sampling from a random binomial distribution; 

3. Generate the reservoir weights wres by sampling from a uniform distribution; 

4. Calculate the update of the state in the reservoir as the activation function f (•) of the input at the 

current time step multiplied by the weights plus the previous state multiplied by the the reservoir 

weights, as written in (12); 

5. Create input sequences and connect them to the desired outputs using linear regression and obtain 

the trained ESN.  

Based on the procedure of training an ESN, an input window and a prediction window need to be 

defined, which are used to formulate the input sequences and the output sequences of the ESN, 

respectively. The input window length is the length of the input sequence, and the prediction window 

length is how many steps are going to be predicted following the input sequence. The input window 

length and the prediction window length are selected according to the volume of available input data. 

Supposing the number of available measurements s is up to N , a window length of p is used for the 

input sequence, written as: 

𝑥(𝑖) = [𝑠(𝑖 + 1), 𝑠(𝑖 + 2), … , 𝑠(𝑖 + 𝑝)], 𝑖 = 0, … , 𝑁 − 𝑝     (17) 

For simplicity, it is written 𝑥(𝑖) = [𝑠(𝑖 + 1): 𝑠(𝑖 + 𝑝)] in the following text. Then, the corresponding 

output with a prediction window length of q is written as:  

𝑦(𝑖) = [�̂�(𝑖 + 𝑝 + 1), �̂�(𝑖 + 𝑝 + 2), … , �̂�(𝑖 + 𝑝 + 𝑞)], 𝑖 = 0, … , 𝑁 − 𝑝     (18) 

Similarly, it is written with the form of 𝑦(𝑖) = [�̂�(𝑖 + 𝑝 + 1): �̂�(𝑖 + 𝑝 + 𝑞)] in the following text. 

3.3 Adapt ESN for prognostics purpose 
To adapt ESN for prognostics purpose, the regular implementation of the q-step ahead prediction is 

modified in the test phase using a sliding window of length m, shown in Figure 6. As no measurement 

is available once the prognostics start, in order to continue the prediction, the input sequence should 

be reformulated. Thus, to retain the degradation tendency and to manage the prediction uncertainty, 

the first m predicted values of the last step are reinjected to the input sequence of the next step, so 

that the last m values of the input sequence are indeed the predicted values. This process allows the 

continuous formulation of the input so that the prognostics can be realised. It is repeated until reaching 

the end-of-life (EOL) threshold.  The pseudo-Python code of implementing ESN adapted for prognostics 

purpose is shown below where Ntrain is the number of training steps equal to N-p and Npredict is the 

prediction steps until the system’s EOL.  
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Figure 6:ESN adapted for prognostics purpose 

 

3.4 Implementation of ESN-based prognostics  
In order to optimize the configuration of the ESN, the proposed ESN-based prognostics 
method consists of three phases: training phase, evaluation phase and prediction phase. 
The original data is also divided into three parts for the use of each phase. In the training 
phase, an ESN is established and trained using the training dataset. Then, a 400-hour 
period following the training phase is regarded as the evaluation phase, which is used 
to evaluate the performance of the prognostics results and select optimized parameters 
of ESN. Here, the result of prognostics is evaluated by calculating the root mean square 
error (RMSE), written as (19) and an optimization method, i.e., genetic algorithm (GA), 
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is applied. The idea is to code the unknown parameters into binary digits, known as a chromosome, 

then, calculate the RMSE on the evaluation phase by selecting, cross overing and mutating the 

chromosomes until finding the optimal solution. Some configured parameters of the proposed ESN-

based prognostics method are listed in Table 10, where the length of sliding window of m and the 

number of reservoir N are optimized by GA.  

𝑅𝑀𝑆𝐸 =  √
∑ (𝑥𝑘− 𝑥�̂�)²𝑛

𝑘=1

𝑛
         (19) 

Table 10 : Configuration of ESN-based prognostics method 

Parameter  Value 

Input window length p  50 

Prediction window length q 10 

Leaking rate  0.2 

Spectral radius 0.6 

Regression parameter 0.01 

GA population size 100 

Number of generations 400 

Length of chromosome  10 

 

Finally, in the prediction phase, no measurement is available while the ESN has al- 
ready been optimized and validated by the evaluation phase, therefore, the data of both 
the training phase and evaluation phase are used to training the ESN and output the 
prognostics results on the prediction phase (cf. Figure 7).  
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Figure 7 : Prognostics results on Fuel Cell aging 

3.5 Bi-directional LSTM approach  
As no polarization curves has been collected on the HAEOLUS electrolyser, the previous hybrid-based 

approach (model + ESN) was not applicable. So, UBFC developed a specific fully data-driven approach 

named BiLSTM.  

3.5.1 BiLSTM definition 
The bidirectional approach of recurrent neural networks (Bi-LSTM) offers an innovative solution for 

modelling the complex temporal dynamics associated with the performance and degradation of 

hydrogen systems as PEMWE. Unlike traditional recurrent neural networks, LSTM units allow for the 

consideration of long-term dependencies in sequential data, which is essential for capturing subtle 

variations inherent in fuel cell degradation phenomena. The bidirectional component of Bi-LSTM 

allows for exploring temporal sequences in both directions, facilitating the capture of complex 

relationships between past and future data. By leveraging deep learning and the bidirectional 

approach, Bi-LSTM models emerge as powerful tools for predicting the lifespan of PEMFC. These 

models enable robust and accurate analysis of temporal sequences associated with fuel cell 

performance, paving the way for predictive maintenance strategies and optimized management of 

PEMFC systems in the context of sustainable energy. LSTM is a special type of recurrent neural network 

(cf. figure 8). The LSTM model three types of gates: 
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- forget gate – controls how much information the memory cell will receive from the memory 

cell from the previous step. 

- update (input) gate – decides whether the memory cell will be updated. Also, it controls how 

much information the current memory cell will receive from a potentially new memory cell.  

- output gate – controls the value of the next hidden state. 

Bi-directional LSTM is a very powerful approach as every component of an input sequence has 

information from both the past and present. For this reason, BiLSTM can produce a more meaningful 

output, combining LSTM layers from both directions. 

 

Figure 8 : Bi-directional LSTM global scheme 

3.5.2 Prognostics results on historical data from electrolyser 
The figure 9 presents the dynamic trend of a PEMWE stack along time (given in Index) after sampling 

step. The validation and prediction results are given in Figure 10. First, 120 index are used to train the 

LSTM algorithm based on setting parameters given in Table 11. Then validation step in solid blue line 

is performed with a very low error between raw data and validation. Then, in solid red line, it is the 

future prediction trend on the electrolyser.  
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Table 11:Sett 

 

Figure 9 : Validation and prediction results based on Bi-LSTM approach. 

4 Diagnostics  
The diagnostic task is designed to detect, identify and isolate a fault in the system, based on input 

measurements from the electrolyzer system. The diagnostic task developed in work package 6 will 

complement the various alarms already set up in the system, with recommended actions displayed on 

the user interface. Depending on the type of alarm, a fault severity is also given. 

The diagnostic table designed for D6.7 is presented in Table 11. 

Table 12: Diagnostic table developped for electrolyser system 

Component Measurement Alarm Severity 
(0-5) 

Recommanded actions 

Chiller 'pressure' 

L alarm 1 

Check the piping for any leaks of 
refrigerant; check the water flow, water 
level and condition; check the 
temperature before and after the drier, 
if more than 1 degree, the drier should 
be replaced; check the level of glycol; 
check the low pressure switch by 
pumping down the system;  

LL alarm 3 

H alarm 

1 

Check is there blocked condenser coil; 
check if the system overcharged  with 
refrigerant; check is there non 
condensable gas in refrigeration system; 
check the fan control; Check the high 
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HH alarm 

3 

pressure switch; check if the load is very 
high by checking the inlet/outlet water 
temperature, flow rate, etc. If so, turn 
off compressors until the temperature 
reduces. 

'temperature' 

L alarm 1 
The chiller has a defect. 

LL alarm 2 

H alarm 2 Check the filter if it is dirty. Replace the 
filter if necessary for a new one. HH alarm 3 

Closed loop 
cooling 

'pressure' 
L alarm 1 

Check the piping for any leaks. 
LL alarm 3 

Hydrogen 
to User 

'dewpoint' 

L alarm 1 
  

LL alarm 2 

H alarm 1 Check the quality of desiccant and 
replace it if necessary;  Check for the 
internal pore blockage of molecular 
sieve and replace it if necessary; Check 
the valve and do on-site sewage; Check 
the leakage of gas cooler; Check the seal 
oil and seals; 

HH alarm 

2 

'pressure' 

L alarm 2 
Check valve leakage defects; 

LL alarm 3 

H alarm 2 
Check for the blockage. 

HH alarm 3 

Oxygen in 
Hydrogen 
to User 

'OTH' 
H alarm 2 Check the quality of catalyst in the 

deoxidizer; HH alarm 
3 

Cell stack 1 'temperature' 

L alarm 1 

Check the pump flow of the water; 
Check the function of the heat 
exchanger; Check the function of dry 
cooler, clean the dirt if necessary; 

LL alarm 2 

H alarm 2 

HH alarm 3 

Cell stack 2 'temperature' 

L alarm 1 

LL alarm 2 

H alarm 2 

HH alarm 3 

MassFlow 
Meter 
Hydrogen 

'flow' 

L alarm 2 

Check the flow control valve; 
LL alarm 3 

H alarm 1 

HH alarm 2 

Process 
Part 
Container 

'temperature' 

L alarm 2 

  
LL alarm 3 

H alarm 2 

HH alarm 3 
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5 Conclusion 
In conclusion, an advanced diagnostic approach has been developed for the electrolyzer system, which 

provides not only an alarm level, but also the severity of the fault under consideration, and 

recommended actions will be suggested to the user. The list of preventive maintenance tasks has also 

been described in this deliverable. The most important part of this deliverable concerns prognostic 

approaches, which enable the remaining useful life of the system to be predicted. Two approaches 

have been developed and tested: a hybrid method and a data-based (black-box) method. The hybrid 

method was tested and validated on an experimental PEM fuel cell dataset, and the black-box method 

was used for PEM electrolyzer data. 




